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ABSTRACT

The absence of effective performance isolation mechanisms hin-
ders deploying Data Processing Units (DPUs) in public clouds for
multi-application co-location scenarios. To address this challenge,
we introduce Astraea, an efficient DPU performance isolation
framework targeting DPU-specific computational resources. As-
traea overcomes significant obstacles posed by proprietary, high-
level SDK interfaces and coarse-grained First-Come-First-Served
(FCFS) scheduling via resource occupation profiling, task splitting
and workload-guided scheduling. Our open-source prototype on
NVIDIA BlueField-3 DPUs reduces SLA violation rates for latency-
sensitive applications from 47.66% to just 14.84% versus natives,
while introducing less than 4% performance overhead.
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1 INTRODUCTION

Hyperscalers have been deploying DPUs throughout their data-
centers as strategic infrastructure components. DPUs, equipped
with heterogeneous hardware modules such as ASIC NICs, ASIC
accelerators, data-path accelerators (DPAs), and ARM CPUs, en-
able efficient offloading of datacenter infrastructure tasks and even
portions of application workloads [8]. Despite their advantages, it
is difficult to deploy DPUs in public clouds for multi-application
co-location scenarios because of the absence of effective and ef-
ficient performance isolation mechanisms, which cannot ensure
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fairness and maintain SLAs for metrics (e.g., bandwidth, and la-
tency). Without performance isolation, co-located applications on
a single DPU can experience significant performance degradation.
For instance, Yala [18] demonstrates that one co-located applica-
tion’s performance can drop by 60% compared to solo deployment.

Prior works on performance isolation for RNICs [5, 10, 17, 19]
and SmartNICs [7, 11, 13, 14] fall short for DPU scenarios. Justi-
tia [19], Tassel [17], and Harmonic [10] successfully enforce fairness
of bandwidth, throughput, and latency among multiple tenants, but
do not address the unique computing resources on DPUs, particu-
larly ASIC accelerators and DPAs. FairNIC [7] proposes a task-level
performance isolation solution for ASIC accelerators on SmartNIC,
which fails to prevent large tasks from monopolizing accelerator
and violates latency SLAs for smaller, delay-sensitive tasks. Other
approaches like Panic [9] and S-NIC [20] propose novel Smart-
NIC designs with built-in isolation strategies, but often depend on
advanced hardware features (e.g., multiple hardware thread acceler-
ators) that commercial DPUs either lack entirely or do not expose
through accessible interfaces, making these strategies impractical.

Designing an effective DPU performance isolation framework
faces several significant challenges. First, many DPU vendors pro-
vide only high-level, proprietary interfaces (e.g., NVIDIADOCA [6]),
creating a "black box" relationship between input parameters and
resource utilization. This lack of transparency prevents develop-
ers from understanding how these APIs leverage the underlying
accelerators and makes direct hardware resource allocation control
impossible. Second, hardware tasks are typically scheduled using
a FCFS approach at the coarse granularity of the SDK API calls.
Each task must wait for all previously submitted tasks to complete,
regardless of its size or priority requirements. This causes large
tasks to monopolize resources and violates latency SLAs for smaller,
time-sensitive operations, resulting in unfair performance.

Through theoretical analysis of the underlying mathematical
properties of these DPU accelerators, we discover that large tasks
can be divided into smaller subtasks that, when executed sequen-
tially and their results properly combined, produce identical out-
comes to executing the original large task. This insight enables
us to implement a transparent shim layer between applications
and SDK APIs that breaks down large tasks and performs fine-
grained scheduling without modifying application code. Based on
this insight, we propose Astraea, an efficient DPU performance
isolation framework, focusing primarily on DPU-specific compu-
tational resources. Astraea employs three key techniques. First,
Astraea quantifies resource occupation by profiling the relation-
ship between input parameters and hardware execution time prior
to deployment, establishing a foundation for fair resource allocation
despite the "black box" nature of accelerators. Second, Astraea
implements accelerator-specific task splitting and result reassem-
bling strategies that are completely transparent to users, enabling
fine-grained scheduling without application modifications. Third,
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Figure 1: Astraea architecture and workflow.
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Figure 2: Workloads’ completion time.

Astraea features a novel workload-guided scheduling algorithm
that dynamically allocates resources among applications based
on real-time workload patterns. We implement an open-source
prototype of Astraea on NVIDIA BlueField-3 DPU [4], and our
preliminary experiments demonstrate significant improvements in
SLA compliance compared to native implementations, particularly
for latency-sensitive applications.

2 ASTRAEA DESIGN

Figure 1 presents the architecture of the Astraea framework, with
the following three key modules.
Resource Occupation Profiling. Prior to deployment, Astraea
builds a precise model of each accelerator’s resource utilization by
measuring task execution times across various parameter configu-
rations. These measurements are used to fit mathematical functions
per task type (e.g., erasure coding, AES-GCM encryption), express-
ing the relationship between input parameters and execution time.
The resulting functions serve as the foundation for effective re-
source allocation decisions by the scheduler during the deployment
phase, enabling accurate prediction of task execution times even
without visibility into the accelerator’s internal architecture.
Task Splitting and Result Reassembling. Astraea designs spe-
cialized task segmentation and result reorganization algorithms for
each accelerator type based on the underlying mathematical rela-
tionships between inputs and outputs. For erasure coding [16], the
core operation involves matrix multiplication of a source data ma-
trix𝐷𝑏×𝑑 and a coding matrix 𝐸𝑑×𝑟 , generating a redundant matrix
𝑅𝑏×𝑟 . Leveraging the distributive property of matrix multiplication,
we can divide𝐷𝑏×𝑑 into 𝑛 submatrices𝐷𝑏1×𝑑

1 , 𝐷
𝑏2×𝑑
2 , ..., 𝐷

𝑏𝑛×𝑑
𝑛 . By

multiplying each submatrix with 𝐸𝑑×𝑟 independently, we obtain
corresponding result submatrices𝑅𝑏1×𝑟1 , 𝑅

𝑏2×𝑟
2 , ..., 𝑅

𝑏𝑛×𝑟
𝑛 , which can

be concatenated to reconstruct the complete result matrix 𝑅𝑏×𝑟 .
Other accelerators such as AES-GCM [12, 15] and LZ4 [3] decom-
pression can be processed in a similar way.

However, this splitting and reassembling approach introduces
significant memory manipulation overhead during execution. To
mitigate this, we leverage DOCA’s scatter/gather list function, con-
structing 𝑛 scatter/gather lists, each representing one of 𝑛 sub-
tasks with 𝑑 buffers, enabling zero-copy submission of subtasks
to the accelerator while preserving fine-grained scheduling. Ad-
ditionally, we pipeline asynchronous accelerator operations with
post-execution memory operations to reduce latency and enhance
accelerator utilization.

Workload-Guided Task Scheduling. Astraea uses a workload-
guided task scheduling approach that balances performance iso-
lation with efficient resource utilization. To prevent interference
between different accelerator workloads, Astraea maintains sepa-
rate task queues for each application per accelerator type. At the
beginning of each scheduling period, the scheduler traverses task
queues across all applications for each accelerator and allocate
resources to applications according to priority and fairness poli-
cies. And an internal thread in Astraea periodically checks the
available resources allocated to that application and submits tasks.
Latency-sensitive tasks obtain execution priority to maintain their
stricter SLAs. Between scheduling periods, the scheduler remains
dormant, saving CPU resources.

To optimize utilization, Astraea dynamically allocates resources
based on application behavior. The scheduler monitors consump-
tion via Exponentially Weighted Moving Average (EWMA) [1],
building a predictive model for future demands. These guide task
allocations, redirecting resources to active apps. Additionally, these
workload predictions inform the task splitter’s granularity decisions—
maintaining larger task sizes when latency-sensitive workloads are
minimal and an application is projected to consume substantial
resources, thus reducing splitting overhead. As a safeguard against
prediction inaccuracies, Astraea reserves a small portion of re-
sources, which can be allocated to applications experiencing SLA
violations due to unexpected workload fluctuations.

3 EVALUATION AND FUTUREWORK

We implement an open-source Astraea prototype [2] on BlueField-
3 DPU using DOCA 2.9.1 in ∼1,500 lines of C/C++ code. We eval-
uated it with a latency-sensitive app (8KB tasks, 128 submissions;
SLA: completion time ≤ 2× hardware time) and a bandwidth-
sensitive app (64KB tasks, 256 submissions; SLA: bandwidth ≥ 50%
solo bandwidth). Figure 2 shows completion times (blue: bandwidth-
sensitive; orange: latency-sensitive). Concurrently, Astraea re-
duces latency-sensitive SLA violations from 47.66% to 14.84%, though
bandwidth-sensitive tasks see increased completion time due to re-
source sharing—a normal outcome in multi-application co-location
scenarios, unlike DOCA’s native approach where small tasks suffer
significantly. Alone, Astraea adds less than 4% overhead vs. native,
by skipping unnecessary splitting for single apps.

In future work, we plan to: 1) completely implement and evaluate
Astraea in production environments with real-world workloads;
2) extend Astraea with telemetry capabilities that allow cloud
providers to monitor fine-grained resource usage and performance
metrics across co-located applications.
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