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1 INTRODUCTION

Remote Direct Memory Access (RDMA) has become a prevailing

technology for modern data centers (DCs) to achieve high through-

put and low latency [8]. Many DCs have adopted RDMA over

Converged Ethernet v2 (RoCEv2) [3] to provide superior perfor-

mance for emerging application paradigms such as cloud storage

[4] and distributed deep learning [11]. Network load balancing (LB)

plays a critical role in optimizing the DC network performance.

There is a large body of literature studying LB for traditional DCs

[1, 2, 6, 7, 9], as it is well-known that the widely-used ECMP [12] has

a limited LB performance. However, RDMA operates in a different

manner compared to traditional TCP-based data transmission, and

existing studies for traditional DCs do not well fit RDMA-enabled

DCs. For example, RDMA is very sensitive to out-of-order packets

which may lead to significant throughput degradation, and also,

RDMA flow can hardly be partitioned into flowlets. Thus, existing

packet-level LB approaches [6, 7] and flowlet-level LB approaches

[2] perform poorly in RDMA-enabled DCs.

Researchers have realized that a key for good LB performance is

to find out which path/link is congested, and LB decisions should

be congestion aware. Thus, efforts are made on finding and using

congestion signals (in both traditional DCs and RDMA-enabled

DCs) [15]. For instance, CONGA [2] detects path congestion degrees

leveraging flows being transmitted. The information is sent back

to the source Top of Rack (ToR) switch, based on which routing
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decisions are made for subsequent flows. ConWeave [17] detects

congestion by observing packet Round-Trip Times (RTTs), and

a rerouting method is proposed to mitigate congestion. Proteus

[10] combines multiple metrics to detect congestion more precisely.

However, existing approaches still have a key limitation. That is,

the path space is not fully explored by the flows traversing a ToR

switch. In particular, the total number of available paths between a

source-destination pair increases rapidly with the network scale

and number of layers, while existing approaches can only detect

the congestion degrees for only a small portion of these paths. Thus,

a number of paths that are less congested will be overlooked when

routing subsequent flows or rerouting existing flows. Furthermore,

the widely-used bond scenario exacerbates the problem, where

a host connects to two ToR switches and paths that may not be

detected will increase.

To resolve these challenges, in this paper, we propose CAVER,

a Congestion-Aware LB approach for RDMA with VEctoR proto-

col. CAVER leverages acknowledgement (ACK) packets to realize

a vector protocol to hunt less-congested paths for each source-

destination pair in real time. In RoCEv2, each data packet will

trigger an ACK packet to guarantee that no packet loss occurs.

Therefore, it is reasonable to assume that plenty of ACK packets are

traversing all links in the network at any time. A switch can thus

announce local congestion condition info to neighboring switches

by piggybacks using the ACK packets. More specifically, a switch

tells a neighboring switch the least-congested path to a certain desti-

nation. Then, the neighboring switch computes the least-congested

path for itself based on the received paths, and announces the re-

sults, similar to traditional vector routing protocols such as RIP [14]

and BGP [16]. CAVER can guarantee loop-freeness and converge

quickly in just one RTT. As a result, a source ToR switch is aware of

the least-congested path to a certain destination, and all packets of

the incoming flow will be forwarded along the least-congested path

using source routing, so as to guarantee stability and avoid routing

oscillation. Then, the least-congested path is updated for the next

incoming flow. We implement CAVER with the NS3 simulator,

and conduct experiments with real traffic traces [13]. The results

show that CAVER can decrease the average flow completion time

(FCT) slowdown by up to 15% and 10% compared with ECMP and

ConWeave, respectively.

2 CAVER DESIGN

Figure 1 depicts the overview of CAVER. Most of the CAVER func-

tionalities reside at the source ToR switch, including a Flow Table

to conduct source routing and a Path Congestion Table to maintain

path congestion metrics. Functionalities at other switches are rela-

tively simple, mainly with a Path Congestion Table to record and

deliver the path congestion metrics. Considering RDMA is sensi-

tive to out-of-order packets and it is rare to see flowlets in RDMA
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Figure 1: CAVER overview.
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Figure 2: Evaluation Results.

flows [17], CAVER uses flow-level routing, where the packets of a

flow are transported through the same path.

For the first packet of a flow, LB decision is made based on the

Path Congestion Table at the source ToR switch, which maintains

the least-congested path and corresponding congestion extent (CE)

for each destination. The least-congested path is then added to the

Flow Table, to instruct subsequent packets of the flow to traverse

the same path. To save the switch memory, CAVER uses the hash

value of the 5-tuple as the key for the Flow Table. Although hashing

collisions are inevitable, this only makes a few flows lost some LB

opportunities and does not incur any correctness issues. If a packet

does not match the Flow Table and the Congestion Table, it implies

that the CE has not been recorded for any path to the destination,

and CAVER resorts to ECMP.

At the core of CAVER is updating the Path Congestion Table,

where ACK packet of each data packet is leveraged to piggyback

the congestion metrics from destination host to source ToR switch

hop by hop, which is detailed below.

Update the Path Congestion Table. CAVER leverages the Dis-

counting Rate Estimator (DRE) at each switch port to estimate CE in

a way similar to CONGA [2], so as to update the Path Congestion

Table. The DRE is increased for each data packet by the packet

size in bytes, and is decreased periodically with a multiplicative

factor 𝛼 between 0 and 1: 𝐷𝑅𝐸 ← 𝐷𝑅𝐸 × (1 − 𝛼). Each data packet

triggers an ACK packet in RoCEv2, which is forwarded back to the

source ToR switch with ECMP. CAVER employs the ACK packet

to piggyback the path congestion metrics (including a path field

and a CE field) to the source ToR switch hop by hop. The point

is that ACK packets of different flows terminated at a destination

cooperate to compute the least-congested path to the destination

following our vector protocol. We use the example in Figure 1 to

illustrate the process.

We first consider the green flow in Figure 1. When an ACK

packet arrives at destination ToR switch T6, the switch obtains

the port CE value based on DRE at the ingress port, and updates

the Path Congestion Table with source IP as the key. In particular,

T6 records in the Path Congestion Table that the least-congested

path to reach destination H3 is through port 0 with a CE value of

3. Then path T6-H3 and CE value 3 is carried by the ACK packet

which is forwarded to the next hop, i.e., L2. L2 adds itself into the

carried path and computes the maximum CE value along the path.

If the resulting path is the least-congested path to the destination,

L2 records the path and corresponding CE in the Path Congestion

Table. Then, the ACK packet carries the current least-congested

path (i.e., L2-T6-H3) and corresponding CE value (i.e., 3), and is

forwarded to T1. Finally, with similar steps, T1 stores the least-

congested path and corresponding CE value in the Path Congestion

Table. Note that the CE value carried by the ACK packets of the

same flow may change. In such a case, the switches along the path

need to update the Path Congestion Tables accordingly.

Now let us consider the red flow in Figure 1 which arrives later

than the green flow. Similarly, an ACK packet is sent from T5 to

L2, carrying path T5-H3 and CE value 1. When this packet arrives

at L2, L2 finds that the path for this in-port is less congested, so

the Path Congestion Table needs to update accordingly. That is,

path T5-H3 substitutes path T6-H3 as the least-congested path to

reach H3, with the smaller CE value 1. It is worth noting that in

CAVER, ACK packets can always piggyback the least-congested

path from local switch to neighboring switch. Thus, the new path

(i.e., L2-T5-H3) and the new CE value (i.e., 1) will be announced

to both T1 and T4 by ACK packets of the green flow and the red

flow respectively (which are not illustrated in Figure 1). Finally,

the Path Congestion Table of T1 is updated to use path L2-T5-H3

with CE value 1. Newly incoming flows at T1 can query the Path

Congestion Table to obtain the least-congested path. Note that after

an incoming flow chooses the current least-congested path, the

new least-congested path will be ready within one RTT, because

the least-congested path is carried by every ACK packet.

3 EVALUATION AND FUTUREWORK

We implement a prototype of CAVER based on NS3, which is pub-

licly available at Github [5]. We use a three-tier fat-tree (k = 4)

topology and 8 servers, each server connect to two ToR switches

(i.e., bond) in the same pod. Each link has a bandwidth of 100Gbps.

We use the AliCloud storage workloads [13] in the simulation. We

use FCT slowdown as metric, i.e., a flow’s actual FCT normalized by

the base FCT when the network has no other traffic. As shown in

Figure 2, compared with ECMP and ConWeave, CAVER decreases

the average FCT slowdown by up to 15% and 10% respectively.

In future, we plan to optimize the mechanisms and resource

utilization of CAVER, implement all the details with programmable

switches, and conduct extensive evaluations under different envi-

ronment settings and workloads.
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