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Abstract—RDMA is promising for enhancing the performance
of cross-datacenter (DC) services. However, deploying RDMA
over wide-area networks introduces severe congestion control
unfairness, primarily due to asymmetric congestion feedback
delays between inter-DC flows and intra-DC flows. As a result,
intra-DC flows often bear the full burden of congestion response,
leading to drastically increased flow completion times (FCT).
In this work, we identify two key forms of unfairness — near-
source and near-destination — depending on whether congestion
occurs near the sender or receiver of inter-DC flows. Based
on this, we propose THEMIS, a fairness maintenance patch for
long-haul RDMA networks. To mitigate near-source unfairness,
THEMIS devises a Proactive Notification Point to shorten the
congestion feedback loop within a single DC. To alleviate near-
destination unfairness, THEMIS introduces a Temporary Reaction
Point to temporarily slow down the target inter-DC flow until
the sender receives the corresponding congestion feedback. We
implement an open-source prototype of THEMIS, and evaluate it
on both real-world testbed and large-scale simulations. Compared
to DCQCN, Annulus and BiCC, THEMIS reduces the intra-DC
FCT by up to 79.2%, 63.6% and 55.6%, and decreases overall
FCT by up to 61.2%, 31.9% and 59.5% respectively.

I. INTRODUCTION

Remote Direct Memory Access (RDMA), benefiting from
its kernel-bypass and protocol-offload features, offers low
latency, high throughput, and near zero CPU usage for data
transmission. It is promising to improve existing TCP network
services, especially with the advent of RoOCEv2 (RDMA over
Converged Ethernet version 2) protocol. Previous studies have
explored how RDMA can replace TCP networks within Data
Centers (DCs) [8], [91, [3], 1391, [16], 152], [45], [20], [44].
In recent years, cross-DC services have emerged to meet the
growing demand for big data processing, scientific research,
and large language model (LLM) training [47], [6], [2], [33],
[36]. These services require efficient exchange of vast amounts
of data across geographically distributed DCs. Therefore, it is
widely considered that long-haul RDMA network transmission
is an unstoppable future trend.

However, extending RDMA to long-haul scenarios is non-
trivial. We identify that applying intra-DC congestion control
(CC) algorithms to wide-area networks results in severe un-
fairness issue. This results in significant suppression of intra-
DC traffic, with the flow rates failing to converge, therefore
severely reducing the overall network throughput and stability.
In our simulation experiment, we use average normalized flow
completion times (FCTs) to represent flow performance and
average normalized FCT ratio of intra-DC/inter-DC flows to
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quantify unfairness. Taking DCQCN [54] as an example, we
find that the long-haul factor significantly increases the FCT
of intra-DC flows and increases unfairness by 4.8-10.8x. A
closer look into the DCQCN algorithm reveals the underly-
ing root causes of the unfairness issues. When a bottleneck
happens on a switch, it marks packets in the congested
queue. Upon receiving this congestion mark, the receiver sends
congestion feedback to the sender, prompting it to reduce
the sending rate and alleviate congestion. However, long-haul
scenarios result in significant physical distance differences
between the two ends of different RDMA connections. During
the period from when congestion starts until the feedback
signal arrives at the remote inter-DC traffic sender, only intra-
DC traffic is suppressed. Meanwhile, inter-DC traffic continues
at its original speed, causing queue buildup at the congestion
point. This results in a significant increase in intra-DC FCT,
while inter-DC traffic FCT is relatively less affected.

While recent efforts have been devoted to extending RDMA
to cross-DC services [4], [[7], [46l, [35], [40], they do not fully
address the unfairness issue. Swing [7] and Bifrost [46] mainly
focus on how to optimize the priority-based flow control (PFC)
buffer requirement, as a huge buffer size is required at every
switch to achieve the lossless property. Closely related to the
unfairness issue, Annulus [35]] is a two-congestion control loop
scheme that improves performance when WAN traffic shares
the DC network with intra-DC traffic. However, it requires
changes to the network protocol stack and can only address
part of the unfairness issues (i.e., near-source unfairness).
Bilateral Congestion Control (BiCC) [40] alleviates near-
source congestion by transmitting near-source congestion feed-
back through the sender’s datacenter interconnection (DCI)
switch, and mitigates near-destination congestion by limiting
the inflight byte count between the receiver’s DCI switch and
the receiver to the BDP within DC. However, on one hand,
BiCC cannot generate Congestion Notification Packets (CNPs)
correctly to reduce the rate of target flows. On the other
hand, BiCC uses Virtual Output Queues (VOQ) to temporarily
store paused flows with the same destination IP, resulting in
significant buffer overhead and lacking the desired precision.
To conclude, existing solutions have not fully resolved the
unfairness issue and there remains a pressing need for a more
comprehensive and effective solution.

We believe that an ideal cross-DC RDMA transmission
should require minimal modifications to existing DC infras-
tructure. Therefore, instead of introducing an entirely new
CC algorithm to replace the fine-tuned existing ones [34],



[21], we take a more pragmatic approach by proposing an
incremental solution named THEMIS to supplement the widely
used DCQCN algorithm. THEMIS is inspired by the proxy
design concept. This concept reflects a key idea: proxies act
as intermediaries that take on the responsibility of monitoring
and managing the entire DC’s traffic without requiring any
modification to the underlying infrastructures. Thus, THEMIS
is only deployed at the external switches (ESW) connecting
the DC to the Wide Area Networks (WAN), functioning like
a fairness maintenance patch for long-haul RDMA networks.

At a high level, THEMIS intuitively keeps the distance
between the reaction point and the notification point in the CC
mechanism confined within a single DC as much as possible.
When congestion occurs within the sender’s DC (referred as
near-source unfairness), THEMIS at the ESW deployed atop
the sender’s DC detects congestion marks and immediately
sends congestion feedback to the sender to throttle its rate.
When congestion occurs within the receiver’s DC (referred
as near-destination unfairness), THEMIS receives congestion
feedback from the receiver, and temporarily takes responsibil-
ity for throttling the target flow.

Nevertheless, designing THEMIS is a non-trivial effort. First,
the RoCEv2 protocol specifies that packets do not carry the
client Queue Pair Number (QPN), a field essential for gener-
ating congestion feedback, i.e., CNP. This makes it difficult
for the switch to notify the sender correctly. Moreover, as
the number of flows in DCs is extremely large, THEMIS
should be resource-efficient to avoid overwhelming switch
resources. Second, existing switches only provide binary traffic
management functionality (e.g., PFC), which operates at the
coarse granularity of priority queues. Therefore, it is unable
to support different throttling strategies for different flows on
the switch without impacting innocent flows.

To address these challenges, THEMIS designs a Proactive
Notification Point (PNP) and a Temporary Reaction Point
(TRP) at ESW. For PNP, by leveraging eBPF techniques on the
client side (i.e., the sender) to capture the client QPN (cQPN)
and asynchronously transmitting this information to the ESW,
it can promptly generate a CNP to the sender. In addition,
PNP also incorporates event-driven flow state maintenance
and TCP handshake monitor to reduce resource overhead
at ESW. For TRP, when detecting CNPs from the receiver,
it redirects target flows to a pre-filled port and loops them
several times, avoiding impacting innocents. We also design a
throttling algorithm in smart switch data structures to ensure
flow granularity deceleration.

We implement a prototype of THEMIS in both NS-3 simula-
tion and hardware testbed, and make its source code publicly
available at GitHub [38]. We compare THEMIS with DCQCN,
Annulus and BiCC under various workloads. Compared to
DCQCN, THEMIS reduces the intra-DC FCT by 47.2%-79.2%
and decreases the PFC triggers by 93%-96%. Compared to
Annulus and BiCC, THEMIS reduces intra-DC FCT by 30.6%-
63.6% and 25.1%-55.6% with better deployability. Although
THEMIS slightly reduces the rate of inter-DC flows, it im-
proves fairness and stability, thereby decreasing the overall

FCT by up to 61.2%, 31.9%, and 59.5%, compared to DC-
QCN, Annulus, and BiCC. Our ablation experiments show that
PNP and TRP independently reduce the normalized FCT of
intra-DC flows by up to 65.0% and 67.4%. And one of our
optimizations, e.g., alignment with DCQCN, achieves a 37.5%
reduction in overall FCT.

In summary, we make following contributions:

« We analyze the root causes of congestion-induced unfair-
ness in long-haul RDMA networks and summarize the
shortcomings of existing related works (§]II).

o We identify two types of unfairness, and propose THEMIS
to address them while maintaining compatibility with
existing CC algorithms (§ITI} §v).

o We implement an open-source prototype of THEMIS and
evaluate THEMIS via testbed experiments and NS-3 large-
scale simulations (§VI, §VII).

Finally, we make some discussions in describe related

works in and conclude this paper in

II. BACKGROUND AND MOTIVATION

In this section, we give the background on long-haul RDMA
networks, and then analyze the unfairness issue when extend-
ing current RDMA CC algorithms to wide-area networks.

A. Long-haul RDMA Networks

Nowadays, DCs have grown significantly to meet the de-
mands of high-performance services. However, for a single
DC, there is always an upper limit. Therefore, for the following
three reasons, companies are actively developing their cross-
DC services. First, the rapid development of various distributed
applications has raised higher demands on the capabilities of
a single DC, leading to the emergence of cross-DC service
requirements [4]], [[14], [L1]. For instance, the demand for stor-
age resources has surged with the rapid growth of application
user bases, making it impossible for cloud service providers
(CSPs) to rely on a single DC to store user data [24]. Besides,
the size and the training data of LLMs are growing rapidly,
which requires GPU resources that far exceed the capacity of
a single DC [36]. Second, differences in geographic locations
result in varying energy, labor, and land costs. CSPs prefer
building DCs in cost-effective cities and interconnecting them
to achieve greater efficiency [13l]. Third, users expect reliable
services, prompting CSPs to build DCs in different locations
to enhance overall system fault tolerance and prevent service
interruptions caused by natural disasters [26]. Unlike TCP,
RDMA handles data transmission directly on network hard-
ware, bypassing the kernel network stack and achieving high
performance. As a result, adopting RDMA among cross-DC
services is promising for meeting strict performance demands
of low latency and high throughput.

B. RDMA Congestion Control

Unlike TCP networks, RDMA uses Go-Back-N (GBN) as
its default packet loss recovery mechanism to simplify network

'Note that ConnectX-5 and newer NICs support hardware retransmission,
and ConnectX-6 Dx supports a proprietary selective repeat protocol [31].
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Figure 1: The topology for motivation experiments.

interface card (NIC) logic. However, the GBN mechanism sig-
nificantly reduces its tolerance to packet loss. To address this,
PFC mechanism is introduced to the RoCEv2 protocol. When
the depth of switch queue exceeds a predefined threshold, the
switch sends a PFC pause frame to upstream devices (switches
or NICs), instructing them to halt sending packets temporarily.
This prevents packet loss caused by excessively deep switch
queues. However, practical deployments reveal that PFC has
significant drawbacks [54], [42]. As the PFC pause frame
propagates upstream along the link, it may cause a flow that
is not even present on its path to be hurt, which is known as
the head-of-the-line blocking problem.

To mitigate these problems, various CC algorithms have
been designed to reduce the occurrence of congestion and,
in turn, the triggering of PFC. Among these, DCQCN [54]
has become the de facto standard CC mechanism used by
major RDMA NIC (RNIC) vendors. CSPs favor DCQCN for
its simplicity and effectiveness. In DCQCN, if a switch’s
queue depth exceeds a pre-set ECN threshold (usually much
smaller than the PFC threshold), the switch uses Random
Early Detection (RED) to mark packets with ECN. When
a NIC receives an ECN-marked packet, it sends a CNP
back to the sender. Upon receiving this feedback, the sender
reduces its sending rate to alleviate congestion. Other CC
algorithms work in a similar way, e.g., HPCC [21] relies on
switches adding in-network telemetry (INT) headers to carry
detailed network information, and TIMELY [28], along with
its improved version Swift [18], focuses on feeding round-trip
time (RTT) information back to the sender.

C. Motivating Experiments

CC algorithms, e.g., DCQCN, perform well within DCs but
poorly in long-haul RDMA. As shown in Figure [I] switches
are divided into two tiers, with a full-mesh connection between
tiers (also known as a ToR-Leaf topology). We use the same
experimental setup in §VII-A]l To illustrate the impact of
long haul on RDMA transmission, we compare the FCT of
DCQCN [54] under inter-DC latencies of 500 microseconds
(long-haul) and 1 microsecond (short-haul). As we can see
from Figure 2] long-haul transmission increases the FCT of
intra-DC flows by up to 118% while reducing the FCT of inter-
DC flows by up to 74%. As network load increases, congestion
becomes more frequent, exacerbating this unfairness issue.
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Figure 3: Throughput of DCQCN in long/short-haul scenarios.

Other CC algorithms [21], [28], [18] also suffer from the
similar unfairness issue, thus perform poorly, as detailed in
Appendix [X-A]

A closer look into these CC algorithms reveals the under-
lying root causes of the unfairness issue. Long-haul scenarios
result in significant physical distance differences between the
two ends of different flows, causing the senders of intra-DC
flows to receive congestion feedback much earlier than inter-
DC flow senders. Consequently, intra-DC flows must shoulder
the entire responsibility for congestion before inter-DC flow
senders receive any congestion feedback, leading to unfairness.
Furthermore, we classify this unfairness into two types: one
caused by congestion within the DC hosting the sender of
the inter-DC flow, referred to as near-source unfairness (Case
1 in Figure [I); the other caused by congestion within the
DC hosting the receiver of the inter-DC flow, referred to as
near-destination unfairness (Case 2 in Figure [I). To further
illustrate the unfairness, we take near-source congestion as
an example, using the topology in Figure [T} We set up two
100Mb flows, one from H14 to H44, representing an intra-
DC flow, and the other from H11 to H84, representing an
inter-DC flow. To ensure controlled congestion, we configured
T1 to connect only to L2, ensuring that congestion occurs
exclusively at the T1 switch. Figure [3] illustrates how the
NIC sending rates of intra/inter-DC flows are affected by
the time difference in receiving CNPs. When the inter-DC
latency is 500 microseconds (Figure 3(a)), the inter-DC flow
maintains a higher sending rate most of the time due to the
delayed congestion feedback. In contrast, when the inter-DC
latency is only 1 microsecond (Figure 3(b)), both intra/inter-
DC flows receive CNPs almost simultaneously, resulting in
nearly synchronized sending rates.

D. Existing Studies Fall Short

Recent efforts have attempted to extend RDMA to support
cross-DC scenarios; however, they cannot fully address the



unfairness issue. Bifrost [46] and Swing [7] mainly focus
on reducing the buffer size required by the PFC mechanism.
Specifically, due to the delay of PFC pause frames, switches
need a buffer of 2BDP (one-hop bandwidth delay product) to
prevent buffer overflow. Additionally, due to the delay of PFC
resume frames, switches require an extra 2BDP space to ensure
no throughput loss. On one hand, Bifrost [46] observes that
PFC resume frames could be sent earlier, eliminating the need
for the additional 2BDP space to prevent throughput loss. On
the other hand, Swing [7] adds PFC-Relay devices to share
the 2BDP space requirement across multiple devices. They
successfully reduce the total PFC buffer space requirement for
DCI switches. However, neither of them notices the unfairness
issue in long-haul RDMA networks.

To the best of our knowledge, Annulus [33] is the first rep-
resentative work highly related to the unfairness issue. It relies
on L3-routed Quantized Congestion Notification (QCN) [12]]
to shorten feedback time from near-source bottleneck and
directly eliminates the near-source unfairness. However, on
one hand, as Annulus can only be deployed on Top-of-Rack
(ToR) switches, it does not deal with the long latency of
congestion feedback issued from bottlenecks near the receiver,
and thus cannot properly address near-destination congestions.
On the other hand, since Annulus requires L2 learning ability
and Congestion Notification Message (CN Message) [12]
format modification, it needs changes in the network protocol
and thus the DC infrastructure (including switch and RNIC
hardware). Recently BiCC [40] is designed to alleviate the
hybrid traffic congestion in long-haul RDMA networks. To
alleviate near-source congestion, BiCC leverages the sender-
side DCI switch to transmit near-source feedback. However,
BiCC does not specify implementation details, such as how to
get the necessary cQPN field and how to send CNP correctly.
To limit the queue size caused by near-destination hybrid
traffic congestion and reduce average FCT, BiCC constrains
inflight bytes between the receiver-side DCI switch and re-
ceiver to the BDP of intra-DC, and uses VOQs to temporarily
store traffic with the same destination IP at the receiver-side
DCI switch. Since flows with the same destination IP may
take different paths, IP-level rate limiting is less accurate and
effective compared to flow-level rate limiting.

Conventional wisdom that addresses this unfairness in TCP
networks is also not suitable for RDMA. In TCP networks, this
issue is typically referred to as RTT fairness. The underlying
cause is fundamentally the same as the one we discussed,
although the outcomes differ. TCP CC algorithms aim to
increase the congestion window (cWND) by one segment per
RTT. Therefore, for each received ACK, the cWND increases
by ﬁ of a segment (where M is the size of cWND). However,
as short-RTT flows receive ACKs earlier, they will increase
their cWNDs more quickly and ultimately occupy more net-
work resources. Prague [10] identifies this fundamental cause
and proposes to slow down the growth rate of the cWND for
short-RTT flows. It simply sets a minimum value of 25ms
for rtt_virt of all flows to reduce the gap between the RTTs
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Figure 4: Workflow overview of THEMIS.

instruct changes in the cWND, which essentially reduces the
cwnd growth/decrease rate of short-RTT flows. GTCP [53]]
allows inter-DC flows to dynamically switch between a sender-
based mode for high throughput and a receiver-driven mode
to protect intra-DC traffic, based on intra-DC congestion
signals. GEMINI [49] uses delay signals to bound WAN traffic
and control end-to-end latency, and leverages ECN signals
to manage shallow-buffered DCN queues, while adjusting
the window based on RTT. However, on one hand, they
are implemented within the Linux TCP stack and cannot be
easily extended to hardened RNICs. On the other hand, most
commodity RNICs [25] do not support window-based CC.

III. DESIGN OVERVIEW

THEMIS aims to minimize unfairness after congestion oc-
curs while maintaining compatibility with existing CC algo-
rithms and DC infrastructure. To achieve the above objectives,
THEMIS follows these three principles:

o For near-source/destination bottlenecks, the reaction time
of both inter-DC and intra-DC traffic should be roughly
consistent.

e Minimum hardware modifications or additional hardware
functionality requirements should be imposed on existing
DC devices (e.g., switches, NICs).

o THEMIS should operate without interfering with the orig-
inal end-to-end CC (e.g., DCQCN).

A. THEMIS Workflow

Observation. The ESW is capable of collecting relevant in-
formation about inter-DC traffic. Whether for the ECN marks
placed by the congested switches or the congestion feedback
(i.e., CNP) sent from the host, the ESW can receive this
information within the propagation delay of a single DC. As a
result, ESW can serve as a sweet point to address both near-
source and near-destination unfairness.

Workflows. Figure [] shows the workflow overview of
THEMIS. When a near-source bottleneck happens, switches
mark data packets with ECN. PNP clears the ECN mark
and proactively sends a CNP to the corresponding sender,
thereby mitigating the significant feedback delay caused by
the long-haul and addressing near-source unfairness. As for



near-destination unfairness, when the receiver receives ECN-
marked data packets, it responds with CNPs. TRP can check
these CNPs and decelerate the corresponding inter-DC flow
temporarily before the sender has started to slow down.

B. Challenges and Requirements

However, implementing THEMIS at the ESW presents two
main challenges. First, RDMA packets only carry the server-
side QPN (sQPN) [43]]. However, if we want the ESW to send
a CNP, we must ensure that the ESW can obtain the CQP
as soon as the first data packet arrives, to prevent a situation
where the ESW wants to send a CNP but lacks the cQPN.
In BiCC, since the ESW cannot obtain the cQPN, the sender
is unable to determine which flow the CNP sent from the
ESW corresponds to. In addition, considering that large-scale
DC may generate tens of thousands of flows per second, it is
crucial for THEMIS to be designed with efficiency to minimize
resource overhead at the ESW.

Second, implementing flow control at the flow granular-
ity on a switch without impacting innocent flows is also
challenging. Directly applying queue-level PFC in THEMIS
would clearly interfere with the performance of innocent flows
sharing the same queue, which cannot apply different throttling
strategies to flows in the same queue either. In addition,
separating inter-DC and intra-DC traffic into different queues
would double the number of queues required on switches.
BiCC uses VOQs on the ESW without imposing any limit
on their queue lengths. Under severe congestion, this can lead
to significant buffer overhead, placing high demands on switch
resources. To ensure the deployability, THEMIS should avoid
introducing advanced hardware features on a typical switch.

IV. PROACTIVE NOTIFICATION POINT

The PNP introduces an additional control loop for inter-

DC flows. In the case of near-source unfairness, the sender
of inter-DC flows can receive congestion feedback within the
propagation delay of a single DC. This significantly reduces
the time gap between intra/inter-DC senders when near-source
bottlenecks occur. To achieve this, the cQPN information is
asynchronously sent to ESW via a sender-side daemon process
using eBPF. We also design mechanisms to align with DCQCN
and reduce switch memory overhead.
Generating CNPs. Switch is designed to be a packet for-
warding device, not a packet generation device, thus cannot
generate CNP without ground. Inspired by recent works on
programmable switches [19], [50], PNP uses the replicator
in the traffic manager to duplicate ECN-marked packets, and
employs the editor in the egress pipeline to modify them into
CNPs. Next, we will explain how we obtain the cQPN.

A straightforward solution is to modify the RDMA pro-
tocol to let data packets carry the cQPN, or to revise the
CNP format so that the receiver can infer the cQPN based
on other fields. However, due to the hardware-based nature
of RDMA, these approaches require redesigning the RNIC

2Note that cQPN and sQPN are identifiers independently maintained on the
host side.

hardware, which reduces deployability. Another solution is to
obtain the relevant information during the establishment of
the RDMA connection. Since RoCEv2 uses TCP sockets or
Communication Manager (CM) — which is also based on TCP
socket — to establish connections between the sender and the
receiver, a native solution is to obtain the cQPN and sQPN
mapping from the connection establishment packets. However,
this solution is ineffective because the ESW cannot identify
which TCP packet is used to establish the RDMA connection.
THEMIS leverages daemon process on the sender to asyn-
chronously send information to the ESW control plane. In the
RoCEv2 protocol, before the sender and the receiver perform a
RDMA communication, the ibv_modify_gp function is used to
set the QP state sequentially to INIT, Ready to Receive (RTR),
and Ready to Send (RTS). THEMIS uses eBPF to monitor
this function and capture cQPN at the host side, and mark
daemon packets with lossless DSCP value to ensure delivery.
Subsequently, the corresponding entries are inserted into the
QP_field table. Since eBPF can obtain and transmit the cQPN
during the INIT stage, the control plane can insert the table
entry before the first RDMA data packet arrives at ESW. We
conduct relevant experiments to validate it further (§VII-D).
Aligning with DCQCN Behavior. To avoid interfering with
DCQCN, we need to accomplish the following two tasks. First,
as the sender has already reduced the rate upon receiving the
CNP from ESW, additional CNPs from the receiver will cause
the inter-DC flow to be throttled even more severely. There-
fore, the ESW clears ECN marks to ensure stability. Second,
the frequency of CNP generation at ESW should match the
behavior of the end host. To achieve that, we leverage a register
array in the data plane to record the timestamp of the last
received ECN mark for each flow. Upon receiving an ECN-
marked packet, the system compares the timestamp in the
packet with the one stored in the register. A CNP is generated
and sent by the ESW only if the difference between the
two timestamps exceeds the cnp_interval, ensuring consistency
with the interval used by DCQCN on the host.
Event-driven flow state maintenance. THEMIS leverages
eBPF to extract the cQPN, sQPN and dstIP parameters from
the ibv_modify_gp function, and sends them asynchronously
to the ESW control plane. The srcIP in the daemon packet’s
header as well as the dstIP and sQPN in the payload form
a unique match field, with cQPN as an action parameter.
A packet replicated from an ECN-marked packet will pass
through this QP_field table, where its BTH header’s destina-
tion QPN field is modified, converting it into a CNP directed
to the original sender. In addition, when the host invokes
the ibv_destroy_gp function, the ESW control plane is also
notified to delete the corresponding QP_field entry and reset
the register storing its CNP timestamp.
Reducing switch memory overhead. Due to the existence of
VM/container migrations, the eBPF program at the host side
cannot simply determine whether an established RDMA con-
nection is intra/inter-DC based on the destination IP. Simply
storing all the daemon packets into the ESW indiscriminately
would waste the scarce data plane resources. A naive solution
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is to rely on RTT measurements, however, this approach has
two significant issues. First, setting a rough RTT threshold to
differentiate intra/inter-DC flows can result in misclassifica-
tion, causing the ESW to miss obtaining the cQPN for specific
inter-DC flows. Second, RTT is derived from ACKs received
after partial RDMA traffic has already been received. By the
time the ESW obtains the cQPN, it is already too late.

Fortunately, we observe that the ESW naturally does not
receive any intra-DC traffic due to its topological positioﬂ
Therefore, the data plane of the ESW can monitor the TCP
connection establishment procedure to collect information
about inter-DC flows. To prevent SYN-flood attacks [41] from
consuming ESW resources, we design an SYN-Cookie-based
mechanism in the data plane. When ESW receives an SYN
packet, it replies an SYN-ACK packet with a cookie, instead
of maintaining a state of TCP flow in the data plane. If ESW
receives an ACK packet with the correct sequence number, it
replies with a TCP RST packet to re-establish transmission and
record the flow in the TCP-cookie register array. Subsequently,
the TCP connection can re-establish the handshake procedure.
Since SYN-cookie validation only involves retransmissions
within DC, it introduces merely tens of microseconds addi-
tional delay, which is negligible compared to the milliseconds-
level inter-DC TCP handshake delay. The data plane only
forwards flow information to the control plane upon detecting
an ACK packet, i.e., during the third handshake, as shown
in Figure 5] The QP_field table entries are inserted after
receiving daemon packets from the host side only if the control
plane recognizes the flow as an inter-DC flow.

3Note that in a few topologies, the ESW may receive a portion of intra-DC
traffic, but this only adds resource usage without compromising correctness.

PNP overview. Figure [6] shows the full design of PNP. The
data plane of ESW monitors TCP handshake and forwards
the IP of inter-DC flows to the control plane to make sure
the QP_field table only contains entries for inter-DC flows.
When ESW receives daemon packets for inter-DC flows, it
records its QP information in the QP_field table. When an
ECN-marked data packet arrives at ESW, ESW checks the
timestamp of the most recent CNP sent for the flow. If no CNP
has been sent within the past cnp_interval, it mirrors the data
packet, modifies the necessary fields to form a CNP, and sends
it to the sender. ESW clears ECN-mark and forwards the data
packet ordinarily. The eBPF process monitors ibv_destroy_gp
function and informs the ESW control plane to delete the
corresponding entry in the QP_field table.

V. TEMPORARY REACTION POINT

The TRP temporarily reduces the rate of the certain inter-
DC flow upon receiving a CNP, effectively acting on behalf
of the original sender until the sender receives the CNP and
adjusts its rate. This ensures that inter/intra-DC flows respond
to the near-destination bottleneck nearly simultaneously, sig-
nificantly alleviating unfairness and congestion. To achieve
this, TRP uses a combination of MAT and register arrays to
respond to incoming CNPs in a timely, precise, and memory-
efficient manner. It enables flow granularity control, applying
differentiated rate-limiting strategies for individual flows.

A. Strawman Solution

There are two fundamental objectives in implementing TRP.
First, although the number of inter-DC flows passing through
the ESW is massive, only a small fraction contributes to the
near-destination bottleneck. Therefore, it is important to ensure
that rate reduction does not negatively impact the large number
of normal flows. Second, different inter-DC flows contribute
to congestion in varying degrees, necessitating differentiated
rate reduction strategies. However, existing switch mechanisms
like PFC operate at the granularity of ports for flow control,
and can only pause traffic indiscriminately.

A straightforward solution is to separate inter-DC and
intra-DC traffic into different queues during congestion. To
distinguish between inter/intra-DC flows, ESW can tag all
passing packets with a dedicated 1-bit identifier, indicating
whether the packet belongs to an inter-DC flow. Furthermore,
when the switches detect that the queue depth exceeds the
ECN threshold, subsequent inter-DC traffic should be placed
in a lower-priority queue, thereby preserving the performance
of intra-DC traffic. However, this approach presents two prac-
tical challenges. First, different network services already have
distinct priority levels. Isolating inter-DC and intra-DC traffic
would double the required number of queues. Second, intra-
DC traffic typically dominates in volume [5], [34]. Assigning
inter-DC traffic to a lower-priority queue risks starving inter-
DC flows due to a lack of forwarding opportunities.

B. Flow Deceleration

In contrast, our approach does not introduce any additional
queues on switches and allows for adaptive rate adjustments
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for inter-DC traffic, ensuring that different service require-
ments are satisfied. Our inspiration comes from the recircula-
tion functionality of the switch pipeline. TRP first pre-injects a
few dummy packets into designated ports via the control plane,
which will be circulated continuously. When a data packet is
detected as requiring rate reduction, it is redirected to these
pre-filled ports, where it loops a predefined number of times
before being forwarded to its proper port. Therefore, these
looped packets not only obtain the desired flow deceleration,
but also are isolated from the normal forwarding ports phys-
ically, thereby avoiding performance impacts on innocents.
However, there remain two problems: (1) How can the ESW
respond quickly to CNPs and accurately identify the target
inter-DC flows? (2) How does ESW calculate the number of
loops each data packet of the target flow should undergo?
To resolve the problem (1), for a received CNP, ESW can
store a hash of its srclp and cQPN in the register array,
which will be used to judge whether the data packets from
the opposite direction should experience a rate reduction.
However, as the number of inter-DC flows is extremely large,
the size of the register array should be large enough to reduce
the hash collision, which would result in significant switch
memory overhead. We observe that although the number of
inter-DC flows is large, only a small number of them contribute
to the near-destination congestion and should undergo a rate
reduction. Therefore, MAT, which supports discrete matching,
seems more promising. However, to insert an entry into the
MAT, the data plane should forward CNPs to the control plane
CPU, causing unacceptable delays. Therefore, we decide to use
MAT as a fallback strategy for the register array to avoid the
trade-off between updates and queries as shown in Figure
Specifically, the data plane writes immediately to the register
array — named CNP_Cache — upon receiving a CNP. At the
same time, the CNP is sent to the switch CPU, where flow
table inserts are performed. When a table entry is inserted,
the control plane resets the register, making expired register
entries available for reuse. Therefore, the CNP_Cache register
array only needs to store CNPs within the delay of inserting
a CNP_Store table entry, reducing its memory requirement.
During runtime, each data packet is hashed using its dstIp and
SOPN to check for a hit in the CNP_Cache register array. If
there is a miss, the CNP_Store table is applied. If there is still
no hit, it indicates the flow is not a target for decelerating.
Moreover, we need to design a throttling algorithm to
address the problem (2). ESW can determine the severity of
congestion based on the frequency of CNP for the target flow.

When the ESW receives a CNP, it records the CNP reception
time as cnp_time for the corresponding flow and increments its
cnp_num counter, which will be used to compute the loop_num
parameter. Concretely, to achieve rapid rate reduction, the first
CNP increases the loop_num and changes the flow_status to
throttled, indicating that data packets of this flow need to be
redirected to address congestion. Subsequently, every o« CNP
triggers an increment in loop_num. In order to prevent inter-
DC flows from being blocked due to continuously receiving
CNPs, « itself is progressively augmented to ensure that the
increment rate of loop_num gradually slows with time. With
this mechanism, different subflows derive varying loop_num
values, amplifying their time gap and thereby achieving rate
reduction at the subflow granularity. If no CNP is received
for a continuous period of 3, we consider the congestion has
been alleviated. At this point, we change the flow_status to
recover, indicating that the flow has entered the rate recovery
phase, and reset cnp_num to 0. At the same time, we apply a
multiplicative decrease strategy to « to ensure that if the flow
experiences subsequent congestion, it will undergo aggressive
throttling. When a data packet is forwarded to its correct port,
TRP removes its loop_num header field. A detailed description
of the algorithm is seen in Algorithm [I] in Appendix

In addition to throttling flows, TRP is also responsible
for rate recovery. However, direct rate recovery can cause
packet reordering. On one hand, for RNICs that support out-of-
order delivery [32], TRP can perform direct recovery without
impacting performance, as discussed in Appendix On the
other hand, for RNICs without such functionality, we design
a rate recovery mechanism that avoids packet reordering, as

detailed in Appendix and Appendix

VI. IMPLEMENTATION

We implement a prototype of THEMIS on Tofino switch,
and make our code publicly available [38]]. Appendix
illustrates the component layout of THEMIS on the data plane
switching ASICs and the control plane switch CPUs.

The data plane part is implemented with ~500 lines of P4-
16 code for the Intel Tofino ASIC. In THEMIS, since the
number of concurrent flows causing near-source unfairness
within a DC is small, we set the size of the setCNP table,
the CNP_Store table, and the CNP_Cache register array to
1024. One practical issue here is that the ICRC checksum
of CNP packets needs to be recalculated since ESW changes
its dstQPN field. However, ICRC fields are redundant for Ro-
CEV2 packets as Ethernet frames already have checksums [43]].
This feature was inherited from the Infiniband version of
RDMA, and can be disabled in RoCEv2 settings. Our setup
disables ICRC to resolve this issue. We implement « as 5 and
£ as 500 microseconds, and conduct a parameter sensitivity
analysis in Appendix [X-F|

The control plane part is written in ~1K lines of C code. It
is responsible for initializing the data plane, receiving daemon
packets, establishing mapping for inter-DC flow identification,
updating MAT entries/registers according to the received CNP
from the data plane, and injecting dummy packets.



VII. EVALUATION

In this section, we evaluate THEMIS via real-world P4
testbed experiment and large-scale NS-3 [30] simulation to
answer the following questions: (1) How does THEMIS per-
form overall (§VII-B)? (2) How necessary is the optimizations
in THEMIS (§VII-C)? (3) Can THEMIS be efficiently imple-
mented on current switching hardware (§VII-D)?

A. Experimental Setup

THEMIS Setup. The topology in our setup uses the same
ToR-Leaf structure as in Figure [T} where each DC has 4 Leaf
and 4 ToR switches, with totaling 32 servers in the network.
All switches in the topology have a buffer capacity of 16MB.
Additionally, we configure the dynamic PFC threshold to
trigger PFC when an ingress queue consumes more than 11%
of the available buffer as illustrated in HPCC [21]]. We set two
inter-DC latency values as 500 microseconds (corresponding
to a distance of 100km) and 1 microsecond (acting as a
comparison with short distance, and referred to as ‘“short”
in the experiments). The maximum RTT within a DC is 8
microseconds, while the maximum RTT between DCs is 1012
microseconds. We use ECMP as our routing scheme.
Baselines. We compare THEMIS to DCQCN, DCQCN_short,
Annulus and BiCC under WebSearch traffic trace [21]. We
normalize the FCT by flow’s performance when using the
network exclusively. Primary metrics include the normalized
average FCT, the normalized P99 FCT and the occurrence
of PFC triggers. For native DCQCN, we use the parameters
from HPCC [21]. Additionally, since Annulus has not been
open-sourced, we simulate its characteristics in NS-3 by
replacing its L3-routed QCN mechanism at ToR switches with
a mechanism that returns CNPs at the ToR switches. Moreover,
for BiCC, since the CNPs sent by BiCC do not carry the
cQPN field, the sender cannot respond correctly. Additionally,
as BiCC does not discuss the buffer limitations of VOQ, we
allow the VOQ to grow indefinitely in our implementation.

B. Overall Effectiveness

THEMIS improves intra-DC traffic performance. Figure [§]
shows the average FCT for intra-DC and inter-DC traffic
achieved by each scheme as the fabric load varies from 30%
to 70% for WebSearch workload. We break down the results
for small [0, 10KB], medium (10KB, 100KB], and large
(>100KB) flows. For intra-DC flows, THEMIS achieves an
FCT reduction of at least 18.16% and up to 90.47% compared
to DCQCN across three load levels and three flow size
categories. As expected, since small flows are more affected by
switch queuing delays, THEMIS provides the most protection
for small flows, resulting in the highest FCT reduction. Ad-
ditionally, as network load increases and congestion worsens,
unfairness becomes more frequent under DCQCN, causing the
normalized average FCT ratio between intra-DC and inter-DC
flows to grow. In contrast, THEMIS ensures that inter-DC flows
take their fair share of rate reduction, significantly alleviating
unfairness. Moreover, compared to Annulus, THEMIS achieves
up to a 76.21% reduction in FCT for intra-DC flows smaller
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than 10KB. This improvement is primarily due to THEMIS’
TRP, which effectively alleviates near-destination unfairness,
a problem Annulus cannot address. Since the sender cannot
correctly process the CNPs sent by BiCC’s Near Source Loop,
its Near Destination Loop has to take full responsibility for
mitigating the unfairness issue. This causes the Near Destina-
tion Loop to impose restrictions on a large number of inter-
DC flows, significantly increasing their FCT. Furthermore,
we observe that under THEMIS, the FCT of intra-DC flows
is even better than that under DCQCN_short. This benefit
mainly comes from the combined effect of THEMIS® two
modules. The PNP enables faster CNP feedback through the
ESW, which is even a few microseconds faster than the short-
haul scenarios. Similarly, the TRP responds to CNPs with rate
reduction sooner than it does in short-haul cases.

THEMIS improves intra-DC P99 FCT. The benefits of
THEMIS are also apparent in tail latencies. Figure [0] shows
the 99 percentile FCTs. Compared to DCQCN, THEMIS ef-
fectively protects intra-DC flows from excessive rate reduction,
reducing P99 FCT by 54.84%, 85.30%, and 83.61% at 30%,
50%, and 70% load, respectively. Since BiCC constrains
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inflight bytes between the receiver-side DCI switch and the
receiver to the BDP of intra-DC, it severely impacts the rate of
long inter-DC flows during congestion, leading to a significant
increase in the P99 of inter-DC flows.

THEMIS addresses unfairness. THEMIS addresses near-
source and near-destination unfairness effectively. Figure [T0]
shows the throughput in near-source and near-destination
scenarios after deploying THEMIS. Compared to Figure [3]
THEMIS ensures fairness while quickly mitigating congestion.
Since TRP throttles traffic at the ESW, the representation of
inter-DC flow rate reduction in the near-destination scenario
experiences some delay.

THEMIS decreases the occurrence of PFC triggers. Fig-
ure[TT|shows the PFC pause time under different schemes. DC-
QCN triggers large-scale PFC pauses in long-haul scenarios,
while Annulus slightly reduces the PFC pause time. THEMIS
achieves fast congestion avoidance across all three load levels.
Compared to DCQCN and Annulus, THEMIS reduces the
PFC pause time by 93%-96% and 92%-95% respectively.
BiCC’s Near Destination Loop does not rely on feedback
and limits the inflight bytes of inter-DC flows in advance,
also significantly reducing PFC pause time. By significantly
reducing the occurrence of PFC, THEMIS improves network
throughput and enhances network stability.

THEMIS improves overall network performance. Essen-
tially, THEMIS protects intra-DC flows by ensuring that inter-
DC flows bear their fair share of the congestion responsibility.
Despite this, THEMIS still improves overall network perfor-
mance. Figure [T2] shows the normalized average FCT for all
intra/inter-DC flows. As can be seen, THEMIS outperforms
DCQCN, Annulus and BiCC across all three load levels. By
alleviating fairness issues and rapidly mitigating congestion,
THEMIS increases overall network throughput. BiCC performs
worse compared to Annulus due to its inability to generate
effective CNPs. We record the locations of packets marked
with ECN due to congestion and find that 33.9%-38.3% of
congestion occurs on Leaf switches. Annulus cannot address
congestion on Leaf switches and near-destination unfairness,
leading to worse performance than THEMIS. As the workload
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increases, the fairness issue becomes more severe, further
amplifying the advantages of THEMIS.

Buffer utilization of TRP. We set only one port and one
queue for TRP to recirculate packets, and we record the buffer
utilization of the TRP’s recirculation port under 70% workload
in NS-3. As in Figure [T3] recirculation consumes less than
70MB ESW buffer even under severe congestion. Considering
ESWs typically have deep buffer [49], this buffer utilization
is acceptable for current ESW hardware. TRP imposes limited
overhead and is capable of scaling to high-load scenarios.
Performance under complex traffic patterns. To evaluate
THEMIS under complex traffic patterns, we use a traffic mix
where WebSearch traffic utilizes 30% of the link capacity,
micro-burst traffic utilizes 30%, and cross-DC pipeline paral-
lelism traffic accounts for 20%. As shown in Figure [T4] com-
pared with DCQCN, Annulus, and BiCC, THEMIS alleviates
the unfairness problem more effectively and reduces overall
average FCT by 71.1%, 51.6%, and 54.0%, respectively.

C. Efficiency Breakdown

We first conduct an ablation study to evaluate the effec-
tiveness of PNP and TRP. As shown in Figure [I5] both are
essential to alleviate the unfairness issue. When using only
TRP, under severe congestion, all inter-DC flows requiring
throttling are redirected to the same port, resulting in a serious
slowdown. When traffic triggers near-source congestion, PNP
sends back CNP and clears ECN. Only if it subsequently
triggers near-destination congestion, it will be throttled at
TRP. The combination of both modules achieves a more
effective overall performance. Here, we further conduct several
experiments to demonstrate the necessity of the designs we
incorporate into PNP and TRP.

Aligning with DCQCN Behavior. To align with DCQCN
behavior, we clear the ECN markings carried in inter-DC
packets and use the same cnp_interval as DCQCN. As shown
in Figure [T6 our efforts to align with DCQCN minimize the
sacrifice of inter-DC flows as much as possible to alleviate
unfairness. Without clearing the ECN markings, the receiver
continues to send CNPs after THEMIS generates CNPs, caus-
ing inter-DC traffic to experience a slowdown again. Without
using cnp_interval, the inter-DC traffic is severely suppressed
due to receiving more CNPs. These lead to rate instability
of inter-DC traffic, which significantly increases the FCT of
inter-DC traffic and causes persistent congestion.

Conserving switch resources. We design a TCP-handshake-
based monitor and an event-driven flow state management
mechanism to reduce the switch resources used by PNP. We
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record the number and arrival times of flows. As shown in Fig-
ure [17} comparing the resource overhead with and without
these two mechanisms, our approach significantly reduces the
switch’s memory consumption by eliminating resource usage
from intra-DC flows and proactively removing expired entries.
Flow Deceleration. We set the latency between the data plane
and control plane to 1 millisecond [48]] and configure the size
of CNP_Cache register array to 1024. As shown in Figure [18]
using only the CNP_Store results in high latency, leading
to insufficient rate reduction for inter-DC flows. Using only
the CNP_Cache leads to frequent hash collisions, resulting
in incorrect rate reductions for inter-DC flows without effec-
tively mitigating congestion. In contrast, our combination of
CNP_Store and CNP_Cache can decelerate flows timely and
correctly, achieving the lowest FCT.

D. Hardware Testbed

Resource overhead. We evaluate the resource overhead of
THEMIS on the Tofino switch. Table [[]in Appendix [X-G|shows
THEMIS ’s hardware resource utilization. THEMIS consumes
minimal computational and memory resources, leaving suffi-
cient capacity for concurrent execution of traditional forward-
ing behaviors [27]. Besides, THEMIS does not modify network
protocols, and data packets do not carry any additional fields.
Race condition. We run THEMIS on the switch and modify
its code to enable the switch to respond a CNP to every
RDMA data packet. Since a CNP is generated by mirroring
the corresponding data packet, it carries the same sequence
number as the original packet. Through our several concurrent
testings, we observe that the first CNP received by the sender
always has a sequence number of 0. This confirms that the
control plane has successfully inserted the forwarding rule
before the arrival of the first RDMA data packet, allowing
the switch to generate CNPs correctly and promptly.

VIII. DISCUSSION

Extension to other CC algorithms. THEMIS can be easily
extended to support other CC algorithms. In terms of PNP, for
INT-based HPCC [21], PNP can parse this INT information to

get the load of the egress ports and decide whether to mirror
the packets back as feedback. For delay-based CC algorithms,
e.g., TIMELY [28]] and Swift [[18], PNP can return feedback to
the sender, enabling the end host to compute the intra-DC RTT
and quickly react to the congestion within the near-source DC.
In terms of TRP, to support DCQCN, we use CNP frequency
to detect congestion. When extended to other CC algorithms,
TRP can utilize other signals (e.g., INT, RTT) to determine
the appropriate degree of rate reduction for inter-DC flow.
THEMIS on commodity switches. Although our THEMIS
prototype is implemented on programmable switches, our
approach is not tied to it and can be extended to commodity
switches. PNP detects ECN-marked packets, uses the packet
replicator engine to mirror them, and utilizes MATSs to modify
them into CNPs. TRP detects CNPs, redirects target packets to
the ingress ports of ESW, as well as records loop_num in their
header. These are capable and common functions in modern
commodity switches. As switch hardware is becoming more
capable and programmable, we believe THEMIS can feasibly
be applied to next-generation commodity switches.

IX. RELATED WORK

Besides the most relevant work we have discussed in our
work is also inspired by the recent trends using programmable
switches in diverse applications in networking and distributed
systems. Representative aspects include load balancing [27],
[L7], [37], network monitoring [S3]], [19], attack defense [S1],
[23]], [LL], [43], and key-value stores[15], [22]. Inspired by these
works, THEMIS is designed to implement the fairness main-
tenance mechanisms on programmable switches to alleviate
unfairness issues in long-haul RDMA networks, which has
distinct optimization mechanisms and implementation details.

X. CONCLUSION

Deploying RDMA over wide-area networks can lead to
severe congestion-induced unfairness and performance degra-
dation. To address this issue, we propose THEMIS, a fair-
ness maintenance patch for long-haul RDMA networks that
requires modifications solely at ESW. THEMIS consists of two
key modules: PNP and TRP. When ESW detects inter-DC
flow packets marked with ECN, PNP rapidly generates CNPs
and sends them to the sender. This significantly reduces the
time gap in receiving congestion feedback between inter-DC
and intra-DC flow senders, addressing near-source unfairness.
Upon receiving a CNP from the receiver, TRP temporarily
rate-limits the target inter-DC flow before the sender reacts,
mitigating near-destination unfairness. Through P4 testbed
experiments and NS-3 large-scale simulations, we demonstrate
the effectiveness and deployability of THEMIS.
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APPENDIX
A. Other CC Algorithms’ Performance in Long-haul RDMA.

We use the same experimental setup as in [[I-C| to evaluate
HPCC [21]] in long-haul scenario. As shown in Figure [T9}
for intra-DC flows, HPCC’s FCT under long-haul RDMA is
up to 136% higher than under short-haul. HPCC relies on
INT to measure per-RTT queue occupancy and compute the
target sending rate. However, in long-haul RDMA, the INT
feedback is already stale when it reaches the sender, resulting
in performance similar to that of DCQCN.

TIMELY [28] is originally designed for intra-DC networks,
where the baseline RTT is on the order of microseconds,
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scenarios.
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of HPCC in long/short-haul

making absolute delay thresholds effective indicators of queue
buildup. In long-haul RDMA, the baseline RTT can be several
orders of magnitude larger (milliseconds) and varies signifi-
cantly across flows and paths. As a result, it is impossible
to set its thresholds Tj,,, and T};g, in long-haul RDMA
networks; therefore, we do not include it in our experiments
for comparison.

B. The Throttling Algorithms in Flow Deceleration

We provide an explanation of the rate reduction algorithm
and its design objectives in §V-B] and now present its detailed
pseudocode in Algorithm [T

Algorithm 1 Throttling Algorithm

Input: pkt, o, B
Output: pkt_loop_num, flow_status
1: if pkt is cnp then

2:  cnp_num < cnp_num + 1

3: flow_status < throttled

4: cnp_time < now

5: if ecnp_num%a == 1 then

6: loop_num < loop_num + 1
7 a+—a+1

8: end if

9: else

10:  if flow_status == throttled || recover then
11: pkt_loop_num < loop_num
12: redirect pkt

13: else

14: send pkt

15: end if

16: end if

17: if now — cnp_time > ( then

18: flow_status < recover

190 o<+ /2

20: cnp_num < 0
21: end if

22: return

C. Component Layout

Figure 20| shows details of how THEMIS is organized across
switch data plane hardware and control plane CPUs.

D. Rate Recovery

TRP needs to recover the rate of target flows when conges-
tion has been addressed. A naive solution is to set loop_num
to 0 once throttling is no longer required, allowing all data
packets of the flow to be forwarded directly to the correct
port. However, direct recovery can cause packet reordering.
Consider the scenario shown in Figure 21} packets 1-3 are
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redirected to pre-filled ports and loop several times (Fig-
ure 21a)(b)). If TRP then determines that the flow should
resume its original rate and forwards packets 1-3 to the correct
port, packets 4-6 and 1-3 may converge at the correct port,
resulting in packet reordering in the queue (Figure 21]c)(d)).

Since some NICs do not support out-of-order packet de-
livery, we specifically design a rate recovery mechanism
to ensure the general applicability of THEMIS. To achieve
rate recovery without causing packet reordering, we allow
subsequent packets (e.g., packets 4-6 in the above diagram) to
loop only once at the pre-filled port before being forwarded
to the correct port. This ensures that subsequent packets will
always arrive at the correct port later than the earlier ones,
and the unnecessary delay introduced to the overall inter-DC
flow is minimal, limiting the delay to just one loop. Moreover,
we use registers at the ingress to store the sequence number
of data packets already redirected to the correct port. If the
sequence number of the current packet in the pre-filled port
loop immediately follows the stored value, then there is no
need to loop that packet, and TRP can forward it to the correct
port.

E. Efficiency of Rate Recovery

We perform several long inter-DC flows and short intra-
DC flows that cause congestion to evaluate the performance
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Table I: Resource overhead of THEMIS on switch.

Computational Memory
ALUs Gateways SRAM TCAM
6.25% 10.94% 6.56% 0.00%

of inter-DC flows after the intra-DC flows have finished. As
in Figure 22] compared to no recovery and direct recovery
— the naive solution mentioned in Appendix §X-D] — the
Rate Recovery module we designed achieves fast recovery
after congestion is alleviated and reduces the overall average
FCT by 29.7%. Without Rate Recovery, the inter-DC flows
remain throttled for an extended period even after congestion
is resolved, significantly increasing their FCT. Direct recovery
causes packet reordering, leading to retransmissions under the
GBN mechanism and reducing the overall network throughput.

Furthermore, we implement TRP on an NS-3 simulation
framework [37]] built upon IRN (Improved RoCE NIC) [29].
We evaluate the performance of direct recovery on IRN
under WebSearch traffic trace. Since IRN supports out-of-order
packet delivery, direct recovery does not cause retransmissions,
thus achieving performance comparable to rate recovery as
shown in Figure 23] Therefore, in the case of IRN-compatible
NICs, TRP employs direct recovery without the need for an
additional rate recovery mechanism.

F. Parameters Tuning

TRP employs two parameters in its rate reduction strategy,
« and 3. As shown in Figure [24] different parameter settings
have limited impact on THEMIS, with the maximum difference
in average FCT being less than 4%. Additionally, when
congestion becomes severe, it is recommended to reduce the
value of o and increase the value of /3 to reduce the rate of
target flows more aggressively.

G. Hardware Resource Overhead

We evaluate THEMIS on Tofino switch and record its
hardware resource utilization, as shown in Table [I}
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